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ABSTRACT: This paper presents a numerical analysis of liquid−
vapor equilibrium in a sieve tray of a distillation column using the
Smoothed Particle Hydrodynamics (SPH) method. This Lagran-
gian approach provides a comprehensive understanding of the
hydrodynamics, heat transfer, and liquid−vapor interactions within
the tray, considering variations in deck area (85%, 90%, and 95%).
The study examines flow patterns, flow regimes, weeping
phenomena, and heat transfer within the tray. Results indicate
that with a reduced deck area, the bubble regime predominates,
leading to higher weeping rates and lower temperature uniformity
between phases. Conversely, increasing the deck area to 90% or
95% shifts the regime to steam jet and spray, reduces weeping, and
enhances phase interaction, thereby improving heat transfer and
equilibrium stage efficiency. The study also highlights the effectiveness of the SPH method in simulating complex flow behavior
within sieve trays.

1. INTRODUCTION
Distillation stands as the cornerstone unit operation in industrial
sectors, vital for purifying desired products efficiently.1 Despite
its importance, these units are notorious energy consumers,
accounting for approximately 3% of the world’s total energy
consumption2 and consuming about 50% of the energy used in
the chemical and petrochemical industries. However, their
efficiency has historically been a challenge.3 Over recent
decades, extensive research has focused on enhancing
distillation column designs. Innovations include split-wall
columns, thermally coupled configurations, thermodynamically
equivalent setups, and proposals for intensified operations
integrating reactive stages within columns.4−7

Many studies have aimed at optimizing both the configuration
and operational parameters of distillation columns. However,
achieving optimal efficiency hinges significantly on tray design
(tray hydrodynamics) and operational conditions, which dictate
the flow regime within the tray.8 While traditional methods such
as MESH equations and sequential simulators have been
instrumental in studying these designs, Computational Fluid
Dynamics (CFD) has received less attention due to its
computational complexity. However, CFD studies are highly
relevant for the industrial design of distillation columns because
they provide a detailed understanding of the fluid flow, heat
transfer, and mass transfer processes within the column. This
detailed insight allows for more accurate predictions and

optimizations of the column’s performance, leading to more
efficient and cost-effective designs.
CFD can simulate complex phenomena such as vapor−liquid

interactions, flow maldistribution, and pressure drop, which are
challenging to capture with traditional methods, thus offering a
significant advantage in enhancing the design and operation of
distillation columns. For instance, CFD allows engineers to
visualize the flow patterns and identify areas where inefficiencies
or potential problems such as flooding or weeping might occur.
This visualization capability is crucial for designing trays and
packing that maximize contact between phases and improve
mass transfer efficiency.
Moreover, CFD can be used to study the impact of different

operational conditions, such as varying feed rates or
compositions, on the performance of the column. This ability
to conduct virtual experiments reduces the need for costly and
time-consuming physical testing. Additionally, CFD can aid in
scaling up processes from pilot plants to full-scale industrial
operations by providing insights that ensure the scalability of the
design without compromising performance.
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Furthermore, advancements in computational power and
techniques have made CFD more accessible and practical for
industrial applications. High-performance computing and
parallel processing enable the handling of the large, complex
simulations required for accurate modeling of distillation
columns. Consequently, CFD is becoming an indispensable
tool in the arsenal of chemical engineers, complementing
traditional methods and pushing the boundaries of what is
possible in the design and optimization of distillation processes.
Numerical analysis plays a pivotal role in evaluating column

efficiency by simulating changes in column design or geometry.
CFD simulations provide insights into flow dynamics within
distillation trays, capturing essential transport phenomena in
equilibrium stages. Results typically include detailed velocity
fields and turbulence characteristics across the vessel, offering
valuable insights into flow physics despite the complexities
involved.
Researchers have tackled various aspects of tray designs, often

focusing on industrial-scale trays9−15 with specific geometries
and configurations. Some investigations have explored changes
in tray geometries, such as altering free areas,16 adopting
orthogonal hole patterns,17−19 incorporating inclined perfo-
rations,20 or studying the effects of hole and bubble sizes.17

Different tray types, including sieve trays,12,13,21−23 bubble cap
trays,24 and conical cap trays,25 have been scrutinized for their
hydrodynamic performance, examining parameters like velocity
distribution, clear liquid height, and liquid volumetric fractions.
Due to the computational demands of solving millions of

partial differential equations governing heat, momentum, and
mass transfer, studies have employed strategies like transient
flow models,22 symmetry axis analyses,26 and localized plate
region assessments17,27 to manage computational costs.
However, these approaches may not fully capture the entire
fluid behavior, particularly around complex regions like
downcomers,3,28 limiting their applicability to specific scenarios
studied.
CFD methodologies typically employ either Eulerian or

Lagrangian approaches. Eulerian methods discretize media
using a mesh, facilitating spatial averaging at fluid interfaces.
Popular examples include finite volume and finite element
methods, chosen for their ability to model hydrodynamics, mass
transfer, and momentum within distillation columns.29−32

Challenges include interface modeling, convergence issues,
and selecting appropriate turbulence models for simulating
turbulent flows.
In contrast, Lagrangian methods offer detailed insights into

interface phenomena by discretizing continuous media into
nonmeshed points. Smoothed Particle Hydrodynamics (SPH)
is an emerging Lagrangian method adept at representing
discontinuous media and intricate geometries using particles,
avoiding the constraints of a mesh. SPH has proven versatile in
modeling diverse scenarios such as microbial growth,33 ocean
wave dynamics,34 and astrophysical phenomena,35 highlighting
its applicability and robustness.
Eulerian methods, which rely on central processing units

(CPUs), face significant increases in computational complexity
as the number of cells increases. This is due to the inherent
limitations of CPUs in handling large-scale, parallel computa-
tions efficiently. In contrast, the Smoothed Particle Hydro-
dynamics (SPH) method employed in our study reduces
computational costs by leveraging parallel computation on
GPUs. GPUs are particularly well-suited for SPH simulations
due to their ability to handle a large number of particles

simultaneously, thus providing a significant performance
advantage.
The SPH method offers several key advantages over

traditional Eulerian methods:
• Parallel Computation: SPH leverages the parallel

processing power of GPUs, allowing for efficient handling
of large particle counts.

• Scalability: The method scales well with increasing
particle numbers, making it suitable for high-resolution
simulations.

• Flexibility: SPH is inherently adaptable to complex
geometries and boundary conditions, which is beneficial
for accurately modeling real-world systems.

For the detailed study of liquid−vapor equilibrium dynamics
in a sieve tray within a distillation column, Lagrangian methods,
particularly Smoothed Particle Hydrodynamics (SPH), present
the preferred computational approach. Lagrangian methods
offer distinct advantages in modeling intricate geometries and
multiphase flows without the constraints of a structured mesh.
This flexibility is crucial for accurately capturing the complex
fluid dynamics, including bubble patterns and liquid−vapor
interfaces, essential for understanding tray performance in mass
and heat transfer. Unlike Eulerian methods, which use a fixed or
mobile spatial discretization and the mathematical model is
solved in the central processing unit (CPU). Lagrangian
methods excel in simulating scenarios with varying fluid
behavior and geometry, such as those encountered in distillation
tray simulations. Their ability to track individual fluid particles
enhances the precision of modeling turbulent and nonuniform
flows, making them ideal for optimizing distillation column
efficiency through detailed hydrodynamic analysis. In addition,
the SPH method is coded in the Compute Unified Device
Architecture (CUDA) language, so it has the ability to use the
Graphics Processing Unit (GPU) cards to solve the
mathematical model in parallel on the GPU cores and
significantly reduce the computational cost. On the other
hand, due to the nature of the method, it is not necessary to
couple turbulence models to model the behavior of fluids, which
allows to significantly increase the number of particles and refine
the solution.36

Due to the complexity of modeling the multiphase flow
behavior that occurs within an equilibrium stage of a distillation
column, tray design is based on empirical knowledge.37 The
main reason for this is the limited understanding of the mass,
heat and momentum transfer phenomena within the plate.
Therefore, knowledge of these phenomena will allow more
efficient tray to be designed and flow patterns to be related to
design parameters such as gas and liquid loads, column diameter,
weir height, weir length, diameter of holes, fractional hole area,
active bubbling area, downcomer area. and physicochemical
properties of the system. An alternative is the analysis of the
hydrodynamics within a tray, as it allows prediction of the flow
regime prevailing on the tray, liquid hold-up, clear liquid height,
froth density, interfacial area, pressure drop, liquid entrainment,
gas and liquid phase residence time distributions, and mass
transfer coefficients in both liquid phases.23

In this study, we propose a detailed numerical simulation
using the Smoothed Particle Hydrodynamics (SPH) method to
analyze the hydrodynamics and heat transfer in the liquid−vapor
equilibrium stage of a sieve tray within a distillation column.
This simulation facilitates the description of flow patterns,
velocity, pressure, and temperature profiles on the sieve tray.
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Heat transfer coefficients and physicochemical properties of the
system are estimated through the rigorous solution of theMESH
equations in the AspenOne simulator. The simulation employs
periodic temperature conditions to accurately represent the
equilibrium stage, utilizing parameters derived from an
AspenOne simulation of benzene-toluene separation. This
approach aims to provide comprehensive insights into tray
performance and optimize distillation column efficiency under
varying operating conditions and tray geometries.
The analysis offers a deep understanding of the interaction

between liquid and vapor phases, the effect of geometry by
varying the percentage of free area, and its relationship to the
flow regime, flow patterns, velocity fields, and temperature fields
over time within the sieve tray. The goal is to provide a detailed
view of the dynamic behavior of sieve trays, enabling the
optimization of distillation column design and operation to
enhance separation efficiency and energy efficiency. Further-
more, the study evaluates conditions affecting tray performance,
including variations in phase distribution, mass and heat transfer
characteristics, and the impact of geometric modifications on the
overall performance of the column.
This study is highly relevant at an industrial level because

distillation is one of themost widely used separation processes in
the chemical and petrochemical industries. The efficiency and
effectiveness of distillation columns directly impact the
operational costs, energy consumption, and product quality.
By providing a detailed and accurate simulation of the liquid−
vapor equilibrium stage, this research can lead to significant
improvements in the design and operation of distillation
columns. Optimizing tray performance and understanding the
intricate interactions within the column can result in reduced
energy usage, lower operational costs, and enhanced process
efficiency, which are crucial factors for maintaining competitive-
ness and sustainability in industrial processes.

2. SPH METHOD
The Smoothed Particle Hydrodynamics (SPH) method is a
numerical and Lagrangian technique for solving differential
equations. The SPH method decomposes the physical domain
of the material under consideration into smaller elements called
particles. Each particle represents a portion of the material and
interacts with other particles according to the governing
equations of fluid dynamics.
SPH is a Lagrangian method, meaning it follows individual

particles as they move through space and time. This approach
contrasts with Eulerian methods, which observe changes at fixed
points in space. Each particle carries properties such as mass,
position, velocity, and other relevant physical quantities, which
evolve according to the governing equations. Particles interact
with one another through a kernel function, which smooths the
influence of a particle over a finite region. This smoothing
process helps to avoid singularities and provides a continuous
representation of field quantities. The choice of kernel function
and its parameters significantly impacts the accuracy and
stability of the SPH method.
The primary equations used in SPH are derived from fluid

dynamics, including the Navier−Stokes equations for momen-
tum conservation and the continuity equation for mass
conservation. These equations are discretized in the SPH
framework using particles and kernel functions, allowing for the
simulation of complex fluid behavior. The SPH method was
independently developed in 1977 by two groups of researchers.
Gingold and Monaghan,38 as well as Lucy,39 introduced the

method while studying the collapse of stellar clouds. In their
work, each particle represented a volume segment of the
collapsing gas, interacting with others through the equations of
fluid dynamics. This innovative approach allowed for the
simulation of astrophysical phenomena that were difficult to
model using traditional grid-based methods.
SPH has been widely adopted in various fields, including

astrophysics, engineering, and geophysics, due to its flexibility
and ability to handle complex, dynamic systems with large
deformations and free surfaces. Its applications range from
simulating star formation and galaxy dynamics to modeling fluid
flow in engineering systems and natural disasters such as
landslides and tsunamis. The mesh-free nature of SPH makes it
suitable for problems with large deformations and complex
geometries. The method’s adaptive resolution allows for higher
resolution in regions of interest, improving accuracy. Addition-
ally, SPH can easily handle problems with moving boundaries
and free surfaces.
However, SPH also presents challenges. The method can be

computationally expensive due to the need to evaluate
interactions between many particles. Implementing accurate
and efficient boundary conditions can be challenging in SPH
simulations. Ensuring stability and accuracy requires careful
selection of kernel functions and numerical parameters. Despite
this challenges,40−42 the SPH method continues to evolve, with
ongoing research aimed at improving its accuracy, efficiency, and
applicability to a broader range of problems.
2.1. Interpolation.The interpolation performed by SPH for

calculating physical magnitudes such as temperature, density,
elongation, stress, among others, is based on the characteristic
definition of the Dirac delta.

=f x f x x x( ) ( ) ( )d
(1)

SPH relies on this property of the Dirac delta to transform the
variables of the function f from x to x′ within a volume Ω′ to
propagate the properties of one point in space to others.
However, computationally, the definition given in eq 1 presents
an inconvenience, which can be observed in the alternative
definition of the delta.

=
=l

moo
noo

x x
x x

x x
( )

if
0 if (2)

It shows that the delta has a maximum at x′ = x with infinite
height and infinitesimal width. Computationally, eq 2 cannot be
recreated due to resolution and floating-point problems.
Therefore, the idea of SPH is to smooth the Dirac delta with a
function called the smoothing function or Kernel (W), which
approximates the delta to a finite value within a noninfinitesimal
circular domain of radius h, called the smoothing length. This
Kernel depends on the same variables as the delta, W = W(x′ -
x), and its shape should resemble a bell curve. The definition of
the interpolation of any sufficiently smooth function f(x) with
the Kernel becomes.

f x f x x x( ) ( ) ( )d
(3)

However, in performing this approximation, the equality
achieved in (1) is lost, and the right-hand side of (3) becomes
the SPH approximation or interpolation (denoted within
angular brackets) of the function f.
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f x h f x W x x( , ) ( ) ( )d
(4)

Therefore, the closer the kernel is to the delta, the better the
SPH interpolation will approximate the true function, ⟨f(x)⟩ →
f(x). To achieve a good convergence of the function f(x) while
considering computational limitations, the smoothing function
must have the following properties: It must be positive to
prevent the sign of the function from changing due to the values
of the kernel; it must be symmetric, it should preserve parity with
respect to the coordinates and not depend on angles; it must be a
monotonically decreasing function, this ensures, along with the
previous conditions, that it has a single maximum located at the
center of the domain; it must converge to the Dirac delta for
small values of h; it must be normalized, this ensures
nondivergence; it must have compact support, the kernel and
its derivatives should monotonically decrease to zero at the
edges of the domain, within a finite distance greater than kh,
where k is a constant dependent on the kernel. In general, for a
function to serve as a Kernel, it must be nonzero, smooth, and
have support in its derivatives.

| | = | | =

| | >

W x x h
d W
dx

x x h

x x kh

( , ) 0 ... ( , ) 0

if

n

n

(5)

Some examples of Kernels used in the literature are shown
below:
Cubic B-Spline: This is the most extensively used Kernel in

the literature43 due to its resemblance to the Gaussian function
and its computational efficiency as a cubic polynomial. It is also
recommended by Monaghan in his review articles from
199244,45 and 2005,46 and it was first used in the 1985 paper
by Monaghan and Lattanzio.47
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(6)

where = = =, ,1 2
15

7 3
3

2.
Wendland C4: There are various types ofWendland functions

with different orders demonstrated by the author.48 The one
shown and used in this work is the C4.
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where = =9,2 3
4953

32.
The spatial derivative of a physical quantity can be calculated

in SPH directly from the definition (2.3).

= | |f
x

x
f
x

x W x x h
d
d
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d
d

( ) ( , )d
(8)

= | |
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f
x

x f x W x x h
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W
x
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d
d

( ) ( ) ( , )
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(9)

let Γ be the surface of the system; furthermore, integration by
parts has been used. The kernel must have compact support, so it
is zero on the surface and, moreover, it is symmetric, so its
derivative is antisymmetric.

=W
x

W
x

d
d

d
d (10)

= | |f
x

x f x
W
x

x x h
d
d

( ) ( ) ( , )d
(11)

SPH allows the derivatives of a quantity to be easily defined
from the derivative of the kernel, which, being known, can be
calculated even before defining the system.
2.2. SPH Formalism Used for Fluid Dynamics Equa-

tions. This section describes the equations governing fluid
dynamics in SPH form, which are derived from the continuous
form of each equation using the equations shown in the
interpolation Section 2.1. The eq 12 presents the continuity
equation described in Lagrangian form.

= •
t

v
d
d (12)

where ρ is density, t is time, v is de velocity vector and ∇ is the
nabla operator.
Considering the continuity equation for one particle a

= •
t

v
d

d
( )a

a a (13)

Using the eq 11 to evaluate the gradient of the eq 13

= •
=t

m W
vd

d
a

a
b

n

b
b

b
a ab

1 (14)

where the subscript b refers to the neighbor particles inside the
kernel and m is the mass of the particle.
The eq 14 is the continuity equation in the SPH formalism.

Using identities, it is possible to obtain different discrete
equations, as example if

• = • + •v v v( ) ( )a a a a a (15)

it is possible obtain the next discrete equation

= • + • = •
=t

m Wv v v v
d

d
( ) ( )a

a a a
b

N

b a b a ab
1

(16)

considering now the momentum equation in the way

=
i
k
jjjj

y
{
zzzzt

P Pvd
d 2 (17)

using again the eq 13 to evaluate the gradient, we can obtain the
momentum equation in a discrete SPH form

=

= +

= =

=

i
k
jjjjjj

y
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N
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b
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b

N

b
b

b

a

a
a ab

1
2 2

1

1
2 2

(18)

2.3. DualSPhysics Model. Currently, three branches of the
SPH method have been developed: the standard model
(Monaghan 1992), the quasiincompressible model,49,50 and
the incompressible model.51 The model used in this work is
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based on the quasi-incompressible model, which utilizes the
DualSPHysics code in its online version and upon which it was
implemented. This section presents the complete SPH model
reported by Aragoń et al.,52 which is used to simulate the L-V
equilibrium in a stage of a distillation column.
The change of density, momentum and temperature for each

phase within the stage is calculated using the eqs 19−21 which
are solved using an original modified version of the open-source
code DualSPHysics.53

= •
t

v
d
d (19)

= + +
t

p
v

v F
d
d

1 2

(20)

= •T
t C

k T
d
d

1
( )

p (21)

where p is pressure, Cp is the heat capacity, T is temperature, v is
the viscosity and k is the constant conductivity. Equations 19
and 20 are closed by a equation state with the form

=
Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅ
i
k
jjjjj

y
{
zzzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑ
p B 1

r (22)

where B = c02ρr/γ, ρr is a reference density, γ = 7 for liquids and γ
= 1.4 for gases, and c0 is a numerical speed of sound which must
be at least 10 times higher than the maximum velocity of the
fluid in the system to ensure a maximum density fluctuation of
1% satisfying the compressibility condition.44,46

The density variation by particle is calculated according to the
eq 23 which is convenient in cases with density discontinuities,
as is the cases of multiphase flow (L-V).

= •
=t

m Wv v
d

d
( )a

b

N

b a b a ab
1 (23)

The momentum eq 20 is solved using the following
representation

=
+

+
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Where = +vab
v v

2
a b , = +

ab 2
a b , xab = xa−xb and ε2 = 0.01 h2 is a

small correction factor used to avoid singularities when
| |x 1ab

2 .
According to [37] the eq 21 is given in the SPH form as
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where Tab = Ta−Tb. Using this form the continuous heat flux
across the material is guaranteed.
The motion of the particles in a SPH frame is calculated

according to

=
t

x
v

d
d

a
a (26)

which must be solved simultaneously with eqs 23−25.
The eqs 23−25 can be integrated in time using different

algorithms,54 in this work is used the Verlet algorithm provided

by DualSPHysics and described in eqs 27−30 where the
properties of the particle a are advanced from time tn to tn+1 = tn
+ Δt
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Numerical coupling of the discrete SPH equations is ensured
during the evolution by alternating the above steps by eqs 31−34
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The time step Δt is calculated according to the minimum
value between the following steps, eqs 35−39.
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The surface tension force F is modeled under the concept of
the interfacial tension of the water−oil system. In this work, we
used the attraction and repulsion model proposed by
Tartakovsky and Meakin55 expressed in the eq 40
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where Sab is the magnitude of the force between the particles a
and b.
The magnitude of the force (Sab) must be greater in the

interaction between particles of the same phase compared to the
force when interacting particles of different phases, so Sa1Sb1 ≫
Sa1Sb2 and the value of force in the same phase can be calculated
as function of the variable smoothing length (h) and the real
surface tension between fluids (σ) using the eq 41
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3. METHODOLOGY
In this paper, we propose a comprehensive methodology for
applying the novel Lagrangian approach to numerical analysis
within the liquid−vapor (L−V) equilibrium stage of a
distillation column using the Smoothed Particle Hydrodynamics
(SPH) method. This methodology is structured into three
detailed steps: solving the MESH equations, creating a CAD
model, and performing a CFD simulation (Figure 1).

1 MESH Equation Solution: The first step involves
simulating the distillation column through rigorous
computational methods by solving the MESH equations
(Mass, Energy, Summation, and Heat balance equations)
using AspenOne software. This simulation is crucial for
obtaining the necessary operational parameters and
properties of the system, including the column diameter,
temperature and pressure profiles, heat transfer coef-
ficients, and the physicochemical properties of the
working fluids. These parameters form the foundation
for the subsequent steps, ensuring that the system is well-
defined and accurately represented.

2 CAD Modeling: In the second step, the physical
dimensions of the column and its sieve trays are
determined based on the data acquired from the MESH
equation solutions. A detailed three-dimensional com-
puter-aided design (CAD) model of the distillation
column, including three sieve trays with varying free
area percentages, is created using SolidWorks. This step
involves precise geometric modeling to ensure that the
physical structure aligns with the operational specifica-
tions and constraints identified in the first step. The CAD
model serves as a critical intermediary, translating
theoretical and computational results into a tangible
design that can be used for further analysis and simulation.

3 CFD Simulation: The final step involves performing a
computational fluid dynamics (CFD) simulation to
analyze the hydrodynamics and heat transfer within the

distillation column. Using the DualSPHysics software,
which employs the SPH method, we simulate the fluid
flow and thermal behavior within the column. This
simulation focuses on determining the flow regime,
hydrodynamic flow patterns, and the velocity, pressure,
and temperature fields within an equilibrium stage of the
column. The initial conditions and parameters for this
simulation, such as heat transfer coefficients and
physicochemical properties, are derived from the data
obtained in the first step. This ensures continuity and
accuracy across the methodology. The CFD simulation
provides detailed insights into the internal processes of
the column, which are essential for optimizing design and
operational parameters.

This methodology not only provides a robust framework for
the numerical analysis of distillation columns but also integrates
advanced computational techniques to enhance the accuracy
and reliability of the results. By combining rigorous equation-
solving methods, precise CAD modeling, and sophisticated
CFD simulations, this approach offers a comprehensive toolset
for the detailed analysis and optimization of distillation
processes.
3.1. Case Study.A benzene-toluenemixture was selected for

this analysis due to its significant industrial applications and the
fundamental role both compounds play in various manufactur-
ing processes. Toluene is utilized in the production of phenol,
polyurethane, benzyl alcohol, and benzoic acid. It is also
converted into benzene via hydrodisalkylation. Toluene is
sourced from olefin plants, crude oil, and coke production
processes, and can be separated from reforming streams by
heating, followed by purification through solvent extraction or
fractional distillation.56 Benzene, a precursor to polymers such
as polystyrene, resins, and nylon, is essential in the manufacture
of styrene, cumene, and cyclohexane.57 It is a natural component
of crude oil. The separation of benzene and toluene is relatively
straightforward due to the notable difference in their boiling
points and their slight positive deviation from ideal solution
behavior.58 For this study, an equimolar mixture was chosen,
reflecting the equal importance of both compounds in the
chemical, petrochemical, and pharmaceutical industries. The

Figure 1. Methodology for the numerical simulation of the hydrodynamics and heat transfer within sieve tray.
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choice of an equimolar mixture simplifies the analysis and allows
for a balanced assessment of the distillation process’s efficiency.
Additionally, the benzene-toluene mixture was selected as a
representative mixture for the separation of aromatics. Because
the aromatic family has densities and viscosities are similar to
benzene.59

A sieve tray distillation column was selected for this process
due to its widespread industrial use and effectiveness in handling
mixtures with varying properties. Sieve trays offer several
advantages:

• Efficiency: They provide good vapor−liquid contact,
which is crucial for the efficient separation of benzene and
toluene.

• Versatility: Sieve trays are suitable for a wide range of
operating conditions, making them ideal for the varying
properties of benzene-toluene mixtures.

• Maintenance: They are relatively easy to maintain and
clean compared to other tray types, reducing downtime
and operational costs.

• Scalability: Sieve trays can be easily scaled up for larger
production volumes, accommodating industrial demands.

The distillation column design was conducted using
AspenOne software, ensuring it met the criteria for a total
condenser with a cooling water temperature of 120 °F. The
RadFrac model within AspenOne, known for its robust and
precise approach, was utilized, leveraging rigorous methods
founded on the MESH (Mass, Energy, Summation, and Heat)
equations. The thermodynamic model selected to represent the
liquid−vapor equilibrium was the NonRandom Two-Liquid
(NRTL) model, which is well-suited for handling the complex-
ities of nonideal mixtures.60 The NRTL model can be used to
calculate the VLE and LLE and is recommended for nonideal
mixtures.61,62

The preliminary design phase employed simplified methods
to ensure that the condenser would effectively utilize cooling
water at the specified temperature. Following this, a detailed and
rigorous design of the sieve tray distillation column was
undertaken using the RadFrac module in AspenOne. This
comprehensive simulation was instrumental in optimizing the
column design via a sophisticated stochastic algorithm,
complemented by a constraint-handling technique.60

The primary objective of the optimization was to minimize
the heat duty required by the distillation process. Key design
variables subject to optimization included the total number of
stages in the column, the specific stage where the feed is
introduced, and the reflux ratio. The constraints for the
optimization problem were stringent, requiring 98% recovery
and 98% purity for each component in the distillation process.
The optimization algorithm employed was the Boltzmann

Univariate Marginal Distribution Algorithm (BUMDA). The
BUMDA algorithm has been used to solve highly nonlinear,
nonconvex problems subject to design constraints, showing its
robustness to the search for optimal designs, as in the case of
HiDiC column optimization.63,64 It belongs to the category of
population distribution algorithms (EDAs). These algorithms
aim to find the optimum by proposing a set of candidate
solutions. They generate new individuals from a selected subset
that improves the previous population from its probability
distribution. In EDA’s, the selection method used is truncation,
which is performed by ordering the population. The best
fraction of the population is selected to generate the individuals
of the next population. This is done by calculating the mean and

variance of each dimension (design variable). The BUMDA
algorithm was selected for its ability to leave local optima, since
the search distribution reflects the fitness values of the selected
set through the Boltzmann distribution. That is, the better the
fitness value of an individual, the higher the probability of
sampling in that region.65

Another important feature of the BUMDA algorithm is that
the mode of the Boltzmann distribution coincides with the
optimum of the objective function. This ensures that the search
proceeds in the direction of the optimum, despite the possible
existence of clusters of points in each region where the optimum
is not found. The features described above allow a significant
reduction of the computational cost. The parameters of the
BUMDA algorithm are: the number of individuals per
generation and the truncation of the population, obtained
through a tuning process.
The first generation of the BUMDA algorithm is randomly

obtained by the lower and upper bounds of each variable. These
individuals are evaluated with respect to the objective function.
Only the best 30% of individuals from generation G are selected
to determine the mean and variance used to generate the next
population G + 1. This process is iterated until the stopping
criterion is reached. In this case, the number of function
evaluations is established as the stopping criterion. This criterion
is the most commonly used in evolutionary algorithm
literature.66

This advanced algorithm operates with a population of 60
individuals per generation. During each generation, the
parameters of a normal distribution are determined and
updated. The selection criterion by truncation corresponds to
one-third of the population; this value is recommended to have
an adequate selection pressure for the problem.65 The
optimization process reaches its conclusion when the variance
value remains below 1 × 10−6 for three consecutive generations,
ensuring convergence to a stable solution. In this specific case
study, the stop criterion was achieved after approximately 3000
function evaluations.
The optimization process was crucial in refining the column’s

operating parameters to achieve the desired separation
efficiency, recovery, and purity levels. The optimal design
determined through this process includes 14 stages in total, with
the feed stream entering at stage 6. The optimal reflux ratio was
found to be 3.179. The heat duty required for this configuration
is 55.77 kW, and the column diameter is specified as 0.208 m.
Detailed profiles of concentration, temperature, pressure, and
flow rates across the stages are provided in Tables S1 and S2 in
the Supporting Information.
The feed stream was introduced into the column as a

saturated liquid at stage 6. This specific feed condition directs
the liquid flow toward the rectification zone of the column,
making the analysis of the postfeed stages crucial to under-
standing the internal dynamics of the column. Therefore, stages
7, 8, and 9 were selected for detailed numerical analysis. This
selection is critical because the MESH equations necessitate
knowledge of the behavior of adjacent stages (N− 1 and N + 1)
to accurately compute the liquid−vapor equilibrium at any given
stage (stage N in this study being stage 8).
By focusing on stages 7, 8, and 9, the study ensures a

comprehensive understanding of the interactions and equili-
brium processes occurring in the column postfeed stage. The
behavior of these stages significantly influences the overall
separation efficiency and the quality of the distilled products.
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The insights gained from this analysis are vital for fine-tuning the
column’s operation and achieving optimal performance.
Furthermore, the rigorous approach adopted in this study,

encompassing both preliminary and detailed design phases,
along with advanced optimization techniques, underscores the
importance of a thorough and meticulous design process in
achieving high-efficiency distillation operations. The successful
application of AspenOne software, combined with the NRTL
model and the BUMDA optimization algorithm, exemplifies a
robust framework for designing and optimizing distillation
columns in complex chemical processes.
The outcomes of this study not only highlight the technical

feasibility of the designed distillation column but also provide a
solid foundation for its practical implementation in industrial
settings. The detailed profiles and the optimal design parameters
serve as valuable references for engineers and practitioners in the
field, facilitating informed decision-making and enhancing the
efficiency of distillation operations.
3.1.1. Simulation and Results. The rigorous simulation of

the distillation column was conducted adhering to detailed
specifications and operational conditions. The comprehensive

results, summarized in Table 1, encompass the following critical
aspects:

• Column Diameter: The diameter was calculated based on
the vapor and liquid traffic within the column, ensuring
optimal flow dynamics and efficient phase separation.

• Temperature and Pressure Tray Study: This analysis is
crucial for understanding the thermal hydrodynamics
across different trays in the column. It provides insights
into the temperature and pressure profiles, which are
essential for the accurate design and operation of the
distillation process.

• Coefficient of Thermal Diffusivity: This parameter is vital
for the heat transfer efficiency from tray to tray. Accurate
knowledge of thermal diffusivity helps in optimizing the
thermal gradients and improving the overall heat
integration within the column.

• Physicochemical Properties: The physicochemical prop-
erties of the components, such as boiling points, vapor
pressures, and specific heats, play a significant role in the
separation process. These properties influence the vapor−
liquid equilibrium and are critical inputs for the
simulation and design process.

By leveraging advanced simulation tools and thermodynamic
modeling, the designed distillation column achieves high-purity
outputs and efficient operation. The methodology and results
reflect the practical and industrial significance of the process,
offering a robust framework for the separation of benzene and
toluene. The detailed profiles of concentration, temperature,
pressure, and flow rates provided in the Supporting Information
serve as valuable references for engineers and practitioners in the
field.
The successful application of AspenOne software, combined

with the NRTL model and BUMDA optimization algorithm,
demonstrates the effectiveness of integrating advanced
computational tools with rigorous design principles. This
approach not only ensures the technical feasibility of the
distillation process but also enhances its practical implementa-
tion in industrial settings, contributing to improved efficiency
and sustainability in chemical processing.
3.2. CAD Design. The second step of the methodology

proposed in this paper involves the mechanical design of the tray
and distillation column utilizing Computer-Aided Design
(CAD) software, specifically SolidWorks. The dimensions for
the CAD model of the tray and distillation column were derived
from the case study detailed in Section 2.1, with calculations
performed using AspenOne. The selected construction material
is stainless steel 316L.
Detailed engineering drawings are provided in Figure 2,

illustrating the downcomer area, the deck, the pumping area, the
arrangement of the tray holes, the tray sieve within the column,
pressure drop and the stripping stages under investigation. Table
2 compiles the parameters employed in the design of the sieve
tray. Key design considerations included the column diameter,
determined through rigorous simulation in AspenOne, a tray
spacing of 0.3048 m, and a downcomer area ranging from 5 to
15% of the total deck area, with the remainder designated as the
bubbling area. These parameters adhere to the conventional
standards used in the mechanical design of industrial distillation
columns.

• Design Process: The CAD model was meticulously
developed in SolidWorks, ensuring precise alignment
with the dimensions calculated using AspenOne. The
structural integrity and feasibility of the design were
evaluated against industry standards.

• Material Selection: Stainless steel 316L was chosen for its
excellent corrosion resistance and durability, which are
critical in distillation processes.

• Key Design Features: Downcomer Area: This component
facilitates the flow of liquid between trays and was
designed to occupy 5 to 15% of the total deck area, Deck
and Bubbling Area: The remaining deck area is designated
for vapor−liquid contact, essential for effective distil-
lation.

• Tray Holes Arrangement: Optimized for uniform
distribution and efficiency in heat transfer.

• Pumping Area and Stripping Stages: Detailed to ensure
effective separation and operational efficiency.

3.2.1. Simulation and Validation. Comprehensive simu-
lations were conducted using AspenOne to validate the design
parameters, ensuring that the dimensions and configurations
meet the required performance criteria. The simulation results
were cross-referenced with industry standards to confirm
accuracy and reliability. By adhering to these detailed design
steps and parameters, the mechanical design ensures operational

Table 1. Results of the Rigorous Simulation of theDistillation
Column in AspeOne

parameter liquid vapor

surface tension 0.018 N/m
density (kg/m3) 783.8023 4.0206
viscosity (Ns/m2) 2.5 × 10−4 9.5 × 10−6

volume flow (m3/s) 0.00023 0.0379
column diameter (m) 0.208
coefficient of thermal diffusivity (m2/s) 7.9247 × 10−8

stage temperature (°C) pressure (N/m2)

liquid vapor

7 101.186 105.506 133,174.889
8 105.506 110.517 138,478.549
9 110.517 115.610 143,782.208
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efficiency and aligns with traditional practices in industrial
distillation column design.67,68

3.3. CFD Simulation. The third step of our proposed
methodology involves setting the initial conditions of the system
under investigation and determining the number of particles
required to resolve the velocity and temperature profiles
accurately. This step is crucial for obtaining precise simulation
results and understanding the system’s dynamics in detail.
As detailed in Section 2.1, we focus on stage 8 (referred to as

stage N), with the understanding that the liquid and vapor inlet
data for this stage correspond to stages 7 (N− 1) and 9 (N + 1),
respectively. The liquid enters stage 8 via the downcomer from
stage 7. Simultaneously, the vapor from stage 9 enters the lower
part of stage 8 through orifices, rising up the column and
overcoming the resistance of the liquid within the stage. This
process prevents the liquid from descending through the orifices.
Within stage 8, momentum and heat transfer occur as the

vapor, in the form of bubbles, comes into intimate contact with
the liquid. This interaction is crucial for the accurate simulation
of the system’s behavior. The vapor eventually rises to stage 7 (N
− 1), while the liquid descends to stage 9 (N + 1).

To analyze this system numerically, we conducted simulations
using a total of 7,261,750 fluid particles. These particles are
categorized as follows:

• 1,386,940 bound particles: These represent the stationary
boundaries and structures within the system.

• 4,230,940 liquid particles: These simulate the liquid
phase, capturing the dynamic behavior of the liquid within
the column.

• 1,643,870 vapor particles: These represent the vapor
phase, allowing for detailed tracking of vapor movement
and interactions.

The simulation represents 60 s of real time and was completed
in 17.5 h using the NVIDIA GeForce 3060 GPU at TecNM/
ITESI. The number of particles was chosen based on the
processing capabilities of the GPU, as the simulation was GPU-
accelerated. This high particle count ensures a detailed and
accurate representation of the system’s fluid dynamics, which is
essential for capturing the intricate interactions between the
liquid and vapor phases.
The particle count in our work is approximately five times

higher than that used in Eulerian methods for similar cases,
which typically involve between 100,000 cells26 and 1.3 million
cells.13 This substantial increase in particle count is justified by
the need for higher resolution in the simulation. Higher particle
counts lead to more accurate and detailed results, particularly in
complex systems where fine−scale interactions are critical.

3.3.1. Simulation Results and Performance. The simulation
results provide detailed insights into the velocity and temper-
ature profiles within the column. By capturing the intricate
interactions between liquid and vapor phases, the SPH method
allows for a comprehensive understanding of the system’s
behavior under various conditions. The performance metrics,

Figure 2. Mechanical design of the tray and distillation column in SolidWorks.

Table 2. Tray Sieve Specification

parameter value

tray diameter (m) 0.208
tray spacing (m) 0.304
holes diameter (m) 0.05
downcomer area (%) 5−15% (total area)
pitch, square (m) 0.015
pressure drop (atm) 0.7
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including the total simulation time and particle count,
demonstrate the efficiency and scalability of the SPH method
when combined with GPU acceleration.
The third step of our methodology, involving the definition of

initial conditions that Figure 3 is shown, and the particle

resolution, that is critical for achieving accurate and detailed
simulations. By leveraging the SPH method and GPU
acceleration, we are able to overcome the limitations of
traditional Eulerian methods, providing a more efficient and
scalable approach to simulating complex fluid dynamics systems.

4. ANALYSIS OF RESULTS
In this study, we conduct a comprehensive analysis of the flow
regime, weeping phenomena, velocity profiles, and temperature
distribution in different regions of the sieve tray. The primary
objective is to elucidate how variations in tray geometry,
specifically modifications to the deck area percentage, impact the
tray’s performance. The insights gained from this analysis are
essential for guiding the design and operation of distillation
columns, particularly in optimizing the trade-offs between
pressure drop, phase contact efficiency, and energy consump-
tion.
4.1. Flow Regimes. Flow regimes within sieve trays are

characterized by the interaction between the vapor and liquid
phases, which can range from well-mixed bubbly flows to more
chaotic spray flows. These regimes are influenced by the
superficial gas velocity, liquid flow rate, and the physical
configuration of the tray, including the size and distribution of
holes. Three distinct flow regimes are typically observed: bubbly
flow regime, mixed froth regime, and spray regime.69,70 These
regimes span a continuum from gas-dispersed bubbly flow to
liquid-dispersed spray flow, each with unique characteristics that
affect the efficiency of mass and heat transfer within the column.
Most research has focused on the bubbly flow regime because

it is relatively tractable because the gas−liquid interaction is
stable and the dispersion height is uniform. This regime
generally reduces the risk of liquid entrainment, provides
constant phase contact, but the rise of the bubbles is laminar. As
the gas surface velocity increases, the system transitions to more
complex flow regimes, such as mixed foam and spray regimes,
which are characterized by increased turbulence and chaotic
phase interactions. In addition, the flow regimes that occur at the

industrial scale are mixed froth regime and spray regime due that
enhance mass and heat transfer phenomena.
In this study, the SPH method was employed to simulate the

flow regimes within the sieve tray, providing detailed insights
into the dynamic behavior of the system. Figure 4 presents a
comparative analysis of the flow regimes obtained at different
time intervals. In Figure 4a, the evolution of flow regimes over
time is depicted, showing a clear transition from bubbly flow to
spray flow. This transition is marked by a progressive increase in
turbulence, which leads to more chaotic and less predictable
phase interaction, increase interaction between phases.
Figure 4b provides a detailed comparison of flow regimes for

different modifications to the sieve tray geometry, maintaining
the surface velocity of the vapor constant. For the case with an
85% deck area, the system remains in the bubbly flow regime
throughout the simulation, indicating a relatively stable and
uniform phase distribution. However, as the deck area increases
to 90% and 95%, the flow regime shifts toward the spray regime
by the end of the simulation. This shift is indicative of increased
turbulence and phase interaction, which can enhance mass and
heat transfer.
The robustness of the SPHmethod is highlighted by its ability

to accurately simulate the full spectrum of flow regimes within
the tray, from stable bubbly flow to chaotic spray flow. This
capability is particularly important for predicting the perform-
ance of sieve trays under varying operational conditions, as it
allows for the identification of optimal design parameters that
balance phase contact efficiency with pressure drop and energy
consumption.
It is important to note that in all SPH simulations; the liquid

and vapor velocities were held constant across all cases,
corresponding to the conditions provided by AspenOne (see
Table 1). This consistency allows for a direct comparison of how
changes in tray geometry influence the flow regime and overall
performance of the tray. The observed changes in flow regime
are attributed to the variations in deck area, with larger deck
areas promoting more turbulent and chaotic flow patterns.
4.2. Liquid−Vapor Flow Patterns. Flow patterns within

the sieve tray are a critical determinant of the tray’s performance,
as they directly influence the distribution of phases, the extent of
phase interaction, and the overall efficiency of mass and heat
transfer. The velocity vectors and liquid fraction on the
horizontal bottom and top planes relative to the deck area are
shown in Figure 5 for the three study cases. The analysis was
conducted at three distinct time points: 3 s, 30 s, and 60 s, to
capture the evolution of flow patterns over time.
For the 85% deck area case, the velocity vectors near the

downcomer indicate a strong directional flow toward the liquid
overflow, both on the bottom and top planes. This suggests a
highly organized flow pattern where the liquid phase dominates
near the downcomer, with minimal of vapor flow. The presence
of stagnant zones on the top plane, particularly near the
downcomer and column wall, is indicative of poor phase mixing
and limited vapor rise. These stagnant zones, characterized by
the absence of velocity vectors, persist across all three analyzed
time points, suggesting that the flow pattern is relatively stable
but not conducive to efficient phase contact.
On the bottom plane, the liquid is observed to flow

preferentially through regions where vapor flow is absent,
creating distinct channeling zones. This channeling effect is
undesirable as it leads to uneven phase distribution and reduced
mass transfer efficiency. The correlation between phase
distribution and the velocity field is evident, with the vapor

Figure 3. Stage design and initial conditions of simulation.
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phase being entrained by the liquid near the tray, resulting in a
vapor phase distribution dominated by the liquid’s velocity field.
This behavior is characteristic of the bubbly flow regime, as
depicted in Figure 4, and underscores the limitations of this
regime in achieving efficient phase contact and heat transfer.
For the 90% deck area case, the flow pattern becomes more

complex, with increased phase interaction and improved
homogenization of the liquid and vapor phases. On the bottom
plane, the liquid phase remains dominant until 60 s, with the
presence of homogenization zones near the downcomer where
both phases interact more evenly. On the top plane, the vapor
phase is observed to migrate toward the column walls, driven by
the liquid flow toward the overflow. This lateral migration of the
vapor phase is indicative of increased phase interaction and a
more turbulent flow pattern, which can enhance mass and heat
transfer but may also increase the risk of liquid entrainment.
The reduction in liquid channeling near the downcomer,

particularly at 60 s, suggests that the 90% deck area design offers
a better balance between phase distribution and flow stability
compared to the 85% case. The improved homogenization
observed in this case is a positive indicator of enhanced phase
contact efficiency, which is critical for optimizing the perform-
ance of the distillation column.

In the 95% deck area case, the flow pattern undergoes a
significant transformation, with a marked reduction in
channeling near the downcomer and a more chaotic velocity
field. The proximity of the holes to the downcomer plays a key
role in this transformation, as it facilitates more direct phase
interaction and reduces the formation of stagnant zones. At 30 s,
phase homogenization is initiated on the bottom plane, with
velocity vectors exhibiting turbulent behavior indicative of the
onset of the spray regime that promotes contact between phases.
On the top plane, the vapor phase is more evenly distributed,

with vapor-dominated zones near the column wall gradually
dissipating as the system approaches equilibrium. By 60 s, the
flow pattern becomes highly chaotic on both the top and bottom
planes, with a substantial reduction in channeling and a more
uniform phase distribution. This behavior is characteristic of the
spray regime, as described in Figure 4. This suggests that the
95% deck area design offers the best performance in terms of
phase contact efficiency and heat transfer.
The analysis of flow patterns clearly demonstrates that

increasing the deck area from 85−95% leads to more favorable
flow conditions, with reduced channeling, improved phase
homogenization, and a transition to the spray regime. These
findings highlight the importance of optimizing tray geometry to

Figure 4. Comparison of sieve tray flow rates obtained with the SPH method with respect to time.
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achieve the desired balance between phase distribution, pressure
drop, and energy efficiency.
4.3. Weeping Phenomena. Weeping, or the downward

leakage of liquid through tray holes, is a critical phenomenon in
tray distillation columns that can significantly impact the
column’s efficiency. Weeping occurs when vapor flow is
insufficient to sustain the liquid on the tray, causing the liquid
to drain through the holes instead of being properly dispersed
and contacted with the vapor phase. This phenomenon is
particularly problematic in the bubbly flow regime, where vapor
flow is relatively low, and pressure drop fluctuations across the
tray can exacerbate weeping.
In this study, the weeping phenomenon was analyzed for sieve

trays with 85%, 90%, and 95% deck areas, with a focus on
understanding how tray geometry influences weeping behavior.
Figure 6 illustrates liquid weeping from the deck holes in the
bottom view of the tray for the three study cases, with blue
indicating the liquid fraction. The analysis was conducted at 60 s,
capturing the steady-state behavior of the system.
For the 85% deck area case, a high weeping rate is observed,

with liquid flowing entirely through several holes, particularly
those near the downcomer. This high weeping rate is
undesirable, as it reduces the contact time between the liquid
and vapor phases, leading to inefficient mass and heat transfer.
The presence of large weeping zones near the downcomer
indicates that the 85% deck area design is prone to significant

liquid losses, which can compromise the overall performance of
the distillation column, due to liquid accumulation in the lower
stage.
In contrast, the 90% and 95% deck area cases exhibit

significantly lower weeping rates, with liquid particles adhering
to the solid on the bottom side of the sieve tray. This behavior
suggests that the increased deck area helps to reduce weeping by
providing more surface area for vapor−liquid interaction and by
promoting better phase dispersion. The lower weeping rate in
these cases is likely due to two mechanisms: (1) the upward
vapor flow from stage N + 1 entrains the liquid toward stage N,
(2) the liquid from the N + 1 stage splashes in the form of finer
droplets on the bottom of the N stage. In both cases a liquid film
may form on the bottom face of the tray. This behavior is
consistent with the spray regime and favors mass and heat
transfer on the plate. Therefore, decreasing the exudation rate is
desirable in the operation of plate distillation columns. In this
sense, the best performance is presented by the designs with 90
and 95% of deck area.
4.4. Temperature Distribution Analysis. The transient

analysis of temperature distribution was conducted for three
study cases with deck areas of 85%, 90%, and 95%. The initial
conditions in the simulations were derived from AspenOne for
stages N − 1 and N + 1, corresponding to temperatures of
101.186 and 110.51 °C, respectively. The focus of the analysis
was on stage 8 (stage N), where thermal equilibrium is achieved

Figure 5. Liquid velocity vectors and liquid fraction contour on horizontal bottom and top plane the deck tray.
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at 105.50 °C. This key data is summarized in Table 1. The
numerical simulations provided critical insights into the heat
transfer rate and Reynolds number fields, which were used to
analyze the thermal flow distribution across different regions of
the stage.
The velocity field immediately above the sieve tray, illustrated

in Figure 7, was evaluated for each deck area configuration (85%,
90%, and 95%). The velocity field for the 85% deck area case
exhibits a significantly different pattern compared to the 90%
and 95% cases. Specifically, in the 85% configuration, the
velocity field demonstrates a distinct mean distribution within

the channels formed between the holes, creating well-defined
patterns flow on the sieve tray. This distribution pattern suggests
a localized flow concentration that is influenced by the spatial
configuration of the holes. As the deck area increases from 85−
95%, the extent of this concentrated flow distribution
diminishes, as depicted in Figure 7. The SPH (Smoothed
Particle Hydrodynamics) numerical results reveal that the flow
generated through the holes plays a critical role in shaping the
velocity distribution on the sieve tray, with bigger deck areas
leading to a more uniform flow distribution.

Figure 6. Liquid weeping from the deck holes in the bottom view of tray.

Figure 7. Velocity field obtained from the numerical simulations for each case.
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To further quantify the flow characteristics, the flow regime in
the various zones of the tray was determined using the Reynolds
number, calculated as Re = vD/υ, where v represents the velocity
vector, D denotes the characteristic length of the deck area, and
υ is the kinematic viscosity of the mixture. The maximum
Reynolds number, observed just above the tray, was nearby 4.4×
105, as shown in Figure 8. This relatively low Reynolds number
indicates that the flow near the tray remains in the turbulent
regime for all configurations. The red zone observed on the left

side of Figures 7 and 8 corresponds to the downcomer area,
which is excluded from the tray analysis due to its distinct flow
dynamics.
Figure 9 presents the temperature distribution across the tray

and its evolution throughout the simulation for the 85%, 90%,
and 95% deck area configurations, measured at various time
intervals between 0 and 60 s. The color gradients, with red
representing higher temperatures and blue indicating lower
temperatures, provide a visual representation of the thermal

Figure 8. Reynolds field obtained from the numerical simulations for each case.

Figure 9. Temperature distribution of the tray and behavior throughout the simulation, for 85, 90 and 95% of the deck area.

Figure 10. Temperature gradient obtained from SPH numerical simulations.
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behavior on the tray. During the initial phase of 0 to 30 s, the
highest temperatures are concentrated around the holes,
indicating localized heat accumulation due to the intense
phase interactions at these points. However, by 60 s, the
temperature distribution across the tray becomes more uniform,
signifying the approach to thermal equilibrium.
For the 85% deck area design, the analysis indicates a

suboptimal temperature distribution. During the first 30 s, the
highest temperatures are observed around the holes, suggesting
that the heat transfer process is initially dominated by the
localized phase interactions in these regions. As time progresses
to 60 s, the temperature across the tray becomes more
homogeneous, especially in the 85% deck area scenario. This
homogeneity indicates that the heat transfer process eventually
equilibrates, but the initial nonuniform distribution underscores
the challenge of achieving optimal thermal performance with a
reduced deck area. In all cases, at the 60 s mark, thermal
equilibrium is achieved at the holes. This phenomenon can be
attributed to the higher heat transfer rates near the holes, driven
by the intimate contact between the liquid and vapor phases,
which accelerates the thermal equilibrium process in these
regions.
In Figure 10, the temperature gradient for each analyzed case

at 60 s is shown. The SPH numerical results for the 85% deck
area reveal that the temperature gradient is closely linked to the
velocity field, highlighting the interplay between fluid dynamics
and thermal behavior on the tray. A correlation can be observed
between the velocity distribution in Figure 7 and the
temperature distribution in Figure 9, particularly near the
downcomer. In regions farther from the downcomer, the
temperature distribution is more uniform, indicating that the
influence of localized flow dynamics diminishes with distance
from the downcomer.
On the other hand, for the 90% and 95% deck area cases, the

temperature distribution becomes more heterogeneous, with an
expanded area where the temperature gradient exhibits
moderate values (≈11,000) compared to the 85% case. This
increased gradient suggests an enhancement in heat transfer
efficiency, leading to a more effective redistribution of thermal
energy across the tray. The larger temperature gradient in these
cases not only improves the overall heat transfer process but also
reduces the time required to achieve thermal equilibrium,
indicating a potential advantage in scenarios where rapid
thermal stabilization is desired. This improvement in heat
transfer performance, however, must be balanced against the
potential for increased pressure drop and flow resistance
associated with higher deck area configurations.
Additionally, the equations proposed by Bennett et al.71 and

Van Batten and Krishna21 were used to determine representative
parameters of the hydrodynamic behavior in tray columns.
Table S3 presents the results for parameters such as vapor
velocity in the orifice (Vh), the ratio between the total area of the
orifices and the deck area (Ath/Adeck), bubble rise velocity
(Vrise), and Reynolds number in the orifice (Reh). This
information was added in the Supporting Information. These
parameters were determined for each proposed deck area
percentage. It is observed that orifice velocity, bubble rise
velocity, and Reynolds number decrease as the deck area
percentage increases. This favors heat transfer, as the decrease in
vapor velocity and bubble rise velocity results in a shorter
residence time in the equilibrium stage, leading to increased
intimate contact between the liquid and vapor phases. This can
be corroborated with Figures 5 and 6. On the other hand, the

ratio between the deck area and the bubbling area (total orifice
area) is greater when the deck area percentage is 95%. This
explains why the hydrodynamic performance and temperature
profile yield the best results. The obtained results are consistent
with the ranges reported in the literature.71

5. CONCLUSIONS
The analysis of sieve trays in distillation columns reveals that tray
geometry, particularly deck area percentage, significantly
influences hydrodynamics, heat transfer, and operational
phenomena like weeping. As the deck area increases from 85−
95%, the flow regime shifts from bubbly to a more turbulent
spray regime, enhancing phase interaction and improving mass
and heat transfer but increasing pressure drop. The velocity
vector analysis showed that larger deck areas reduce stagnant
zones and promote better vapor distribution, optimizing column
performance. The study found that weeping is notably impacted
by deck area percentage. The 85% deck area exhibited higher
weeping rates, reducing tray efficiency, while 90% and 95%
designs minimized weeping due to improved phase dispersion
and reduced vapor entrainment, enhancing operational
efficiency. Temperature distribution analysis revealed that a
smaller deck area (85%) results in localized nonuniformities due
to concentrated flow near tray holes, which gradually even out as
the system reaches equilibrium. Larger deck areas (90% and
95%) displayed more heterogeneous flow and temperature
profiles, leading to enhanced heat transfer efficiency but
potentially increased pressure drop. The study validated the
Smoothed Particle Hydrodynamics (SPH) method’s effective-
ness in capturing complex flow regimes and phase interactions
under varying geometric configurations. These findings under-
score the importance of optimizing tray geometry for balanced
flow conditions, heat transfer, and efficiency. Future research
should consider additional parameters, like hole size and
distribution, to further optimize tray designs.
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